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The big picture

Åhow well can we predict

Åeffects of methods

Åeffects of population

Åeffects of architecture

Ådo we need to know the truth

Åheritability X predictability

Åprediction as feature selection



LŘŜŀƭƭȅΧ
ÅIn a perfect world we 

would know the true 
SNP associated to a trait 
or even better, the 
functional causal 
variants

ÅWe would know the 
variants of large effect 
but also all the ones 
with small effects

ÅAnd we would use only 
them for making 
ǇǊŜŘƛŎǘƛƻƴǎΧ 

Can we develop a smaller, cheaper and better panel?



tBLUP
Use trait G instead of G

trait relationship matrix ðTRM

gBLUPusing only functional markers



.ŀŎƪŘǊƻǇΧ
Some simulations

Å50k data

Å7539 animals

Åmultibreed

Åsimple additive model

ÅQTL included in data

Åh2=0.4, Va=50



10 QTL

100 QTL

1000 QTL

10000 QTL

Additive marker effects



100 QTL

1000 QTL

before adjusting 
for population 
structure

after adjusting for 
population structure

Correction effect is 
larger when there 
are fewer QTL

Simple GWAS



10 -> 100 -> 1000 -> 10000 QTL

LD plays a large role
overestimates regions

GWAS



10 -> 100 -> 1000 -> 10000 QTL

accounts better for LD
still many false positives

BayesR



10 -> 100 -> 1000 -> 10000 QTL

accounts well(ish) for LD
less false positives
more conservative

GBLUP



GWAS and marker numbers ςcattle data, h2=0.6

50k

700k

seq

better resolution


